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Resumo:A interpolagéo espacial € o processo de prevetay de atributos em
locais ndo amostrados a partir de medi¢6es reakzarth localizagGes diversas
de uma determinada regi&o [Burrough, McDonnell, 1988ver e comparar 0s
interpoladores deterministicos espaciais usadosSitemas de Informacao
Geogréficos (GIS) como a B-Spline, Fourier, TINWDe as superficies de
tendéncia polinomiais € o objectivo principal destgigo curto. Alguns
aspectos técnicos computacionais séo igualmentrieados.

Palavras-chave:Interpolacédo espacial, TIN, Superficies de ten@déglobal, Fourier,
B-Spline.

Abstract: Spatial interpolation is the process of predictitige value of
attributes at unsampling sites from measurementden& point locations
within the same area or region [Burrough, McDonrnE#98]. To review and to
compare spatial deterministic interpolators useds@ographical Information
Systems (GIS) such as B-Splines, Fourier, TIN, IRWJ polynomial trend
surfaces is the main goal of this short articlem8acomputational technical
aspects are examined, as well.
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1. Preamble

For years, GIS studies have been expensive anceldywiwith much of the analysis
performed “by hand” using paper maps. Today, neskrtelogies, such as GPS and
remote sensing are helping the floodplain manadersinstance, to create accurate
and current floodplain maps with improved efficigrand speed at a reasonable cost
for avoiding severe social and economic losses fftwods [Shamsi, 2008]. For
instance, extensive GIS data were utilized to perfthe hazard risk assessment by
the City of Charlotte and Meclkelnburg County, US®emarkably, there were more
than 2,500 structures in the 100-year floodplain.GAS layer of the existing
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floodplain and floodway boundaries was, then, @eab facilitate the flood hazard
evaluation and insurance cost analysis.

e

Figure 1: Before and after Landsat imagery for thesMsippi flood of 1997 [Shamsi, 2008].

Still, spatial autocorrelation, interpolation, efiplation and simulation are behind
this study. For Mother Nature is quite common obsgon that, on average, values at
points close together in space are more likelyedimilar than points further away.
This is known as Tobler First Law of Geographyisithe capability to use this local
information, to provide a more complete descriptadnthe way an attribute varies
within the area that really makes the differenceignspatial interpolation methods.

To review in detail these different deterministiterpolation approaches is the
main goal of this research. Thus, this short p&pdivided into three major sections.
Section 2 focuses on deterministic interpolatorshsas Triangulated Irregular
Network (TIN), trend surface, Fourier, Inverse Riste Weight (IDW) and B-Spline.
The last section reconsiders a short reflectiongebgraphy issues and spatial
interpolation context.

2. Deterministic Interpolators

2.1. Triangulated Irregular Network

In this approach, the sample points are connecjetinbs to form triangles and,
within each one, the surface is usually represehted plane. It assumes variations
only at borders. Yet, the removal of systematicfedéfnces before continuous
interpolation and the quick assessment with spake#t@ are, thus, two intrinsic
features of drawing boundaries. With Voronoi or &dsen vector polygons, the best
information about an unvisited point is the neadst prediction point, a weighted
linear combination approach where all weights aneerg to the closest sample.
Therefore, polygon output depends on the sampl®ulaya point-in-polygon
computation problem resolved by the semi-line atgor (the pair line linkage of
neighboring points is bisected at right anglesugtothe polygon boundary). Hence,
there are never any null regions while its sizeéeginversely with the point density.
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Figure 2: TIN model (left), contour lines (centeahd surface shading (right) [Source:
www.geog.buffalo.edu, 2008].

The ESRI Geostatistical Analysextension refers to this tool to analyze statipnar
and local outliers on the basis of the clustergamsaent rule. After cells are placed
into five classes, if the class interval is difierdrom each of its neighbors then the
cell will be colored gray to distinguish it fromsitneighbors. Griffith and Layne
[1999] mention the use of Thiessen polygon surfaceonstruct the geographical
connectivity matrix. With their Canada boreal fdaressearch, Nalder and Wein
[1998] ranked, in terms of the mean absolute ekforpnoi third best for temperature
and fourth for precipitation out of seven methddading support to the principle that
complex methods are not inevitably more accurate.

Figure 3: Thiessen polygon example [Source: wwwiggah.ch/gis/teaching/courses/gis2/
ws0708/unterlagen/pdf/\V5_Spatiallnterpolation. (&f08].

According to Goovaerts [1999], TIN has been apptiedcessfully to environmental

modeling, categorical data (land cover like buitgdingrass or wood) and elevation-
erosive estimation (with its Algarve Portugal dataghe erosivity linear equation

equals 968.2+3.8087xelevation wii=0.75) although the assignment of local
guantities can be a major difficulty. Nested tdasiein is another possibility. Tobler's

pycnophylactic interpolation also addressed thisbjgm by creating a continuous
interpolator that removes the changes of abruphtiaties on the basis of the mass-
preserving reallocation approach from primary dafhis view assures that the

attribute volume within the spatial entity remaitie same. In conjunction with

ancillary data, therefore, both methods can beulisef areal interpolation.

2.2. Polynomial Trend Surface

A polynomial trend surface, an inexact global basiedel based on spatial
coordinates, is used as a fitting regression pnagedf a global surface for
smoothing, filtering and data interpolation by sgpiag the study variable into two
components: large-scale variation (trend or redifestures) and random error (non-
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systematic white noise fluctuation due to localtdeas). Developed by Whitten in
1957, the unknown;lzoefficients of the coordinates polynomial regi@ssre found
by solving a set of simultaneous non-linear equatiof cross products sums of the
(x,y) coordinates and yalues. If then terms presented X matrix correspond to the
coordinates data points and theéerms of vectolY equal the correspondent values
then ly of vectorB represents the constant term while the remairtrereegression
coefficients of the polynomial (in terms of theléling equation, the least-square
solution equal®=(X'X ) (X’Y)). Thus, the value of a particular,) location equals
botbyxi+byy;, if a linear polynomial is considered, Q{+b1xi+b2yi+b3x2i+b4xiyi+ b5y2i,

if a quadratic one.

Y X B
yl = 1 x1 yl * b0
bl
yn 1 xn yn b2
Y X B

| yl | = | 1 x1 oyl xixl xlyl y1y1| * b0

1 xn yn xnyn xnyn ynyn

Figure 4: The upper linear (a constant dip in @lsimirection) and lower quadratic (a bowl or
dome shape) polynomial matrices.

It is this simplicity that makes this approach wousing instead of Kriging. “If with
Kriging there is a price to pay with the estimat@frvariogram weights, the quadratic
trend surface predictor uses up to six factorssgcdbe the mean structure but it only
needs one for the error structure” [Sarkozy, 1999high multicollinearity diagnosis
is, however, a trend surface characteristic duéhéostrong functional relationship
among the polynomial terms” [Anselin, 1992]. Soe tindication of significant T-
Student and Rindices should be suspicious. For instance, Ansatid O’ Loughlin
[1991] report the use of a quadratic trend surfaegression to assess space
importance as an explanatory variable for totalflatinin Africa. In spite of the
random white noise, a high multicolliniarity inderd a significant T test were found
among the residuals.

1st order trend surface Sth order trend surface

Figure 5: The first and fifth order polynomial tcersurfaces [Source: www.geo.unizh.ch/
gis/teaching/courses/gis2/ws0708/unterlagen/pdfSfatialinterpolation.pdf, 2008].

In terms of software, EcoS3alevelops this least square methodology quite well.
With its organic matter dataset in the soil of Neda, USA, any spatial
autocorrelation among the data was revealed. TheiMbcorrelogram was zero for
all distances, the isotropic variogram was a puigget-effect and its cross-validation
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had a negative slope. Based on Anova variance,b& drend surface was then
applied for this detrend operation while the varég, Kriging and cross-validation
estimation were estimated regarding the residu@dstainly, this detrend operation
illustrates the close link between trend surfacayasis and Kriging.

Like any ordinary least square (OLS) approach, itihod is highly susceptible
to edge effects and rarely passes exactly throbgtotiginal data points. Wang and
Zhang [1999], for instance, report a tendency wekrate without limit in areas like
map edges where there is no point's control (amapeiation issue). Another
limitation regards uncertainty assessment. Finaflggative values can also be
achieved depicting, thus, a serious distortioreafity.

2.3. Fourier

“The Fourier series is a mathematics-based teckriiguresolving any time domain
function into a frequency spectrum much like ampriplitting light into a spectrum of
colors” [Cross, 2000]. It is based on the discovthat it is possible to take any
periodic time function and resolve it into an e@lént infinite summation of sine and
cosine waves with frequencies that start at zesogamultiples base frequencies. “In
a clear way, the Fourier analysis transforms tha dalue using a series of sine’s and
cosines” [Isaaks and Srivastava, 1989].

“This global deterministic interpolator fits besithw spatial datasets that exhibit
marked periodicity such as ocean waves” [Waltef120Levine [1997] mentions this
technique within the SASPspatial pattern for Unfk platforms and exemplifies it
with traffic flow shift over time for major city &rials. Cross [2000] reports this
methodology for bird and insect type identificativia seismographic information.
Kratky [1981] describes its use in photogrammetrywéry cost-effective means of
data vector capture) while Billingsley [1983] udesvith image raster analysis to
enhance both short and long range pattern companéhiriously, Yao [1999]
describes a new automatic cross-covariance magtkadology between primary and
secondary variables for CK estimation using Fastrieo Transform and Bochner
theorem.

Figure 6: A Spline example [Source: www.geo.unialfgis/teaching/courses/gis2/ws0708/
unterlagen/pdf/V5_Spatiallnterpolation.pdf, 2008].

“B-Spline local spatial inference model uses a ahdiasis polynomial to fit all
available data point with minimum curvature in atbouous surface” [Walter, 2001].
Often used for smoothing digitized lines like soéps, B-Splines predictions can also
reach above the maximum or below the minimum abkdla Burrough and
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McDonnell [1998] approve this method for arc orich@presentation within a vector
model for saving data storage space at processing e&xpense. ESRI [2001]
recommends it for digital elevation modeling (DElK)d labeling contour features
while Miller [1997] reports its use with nitrogeroricentration interpolation over
space and time at Chesapeake Bay. “Yet, this ad@rgt may interpolate values
whose nature has no relation with the original datg rather, with the shape of how
a polynomial adjusts to them” [Matos, 2001]. Comieg computational

programming, B-Spline surfaces are defined in tewhslending functions that
generate surface points as weighted averages pbihecoordinates.

2.4. Inverse Distance Weighted

This exact deterministic method is a weighted ayerzalue at some known points.
Like all distance weight averages, its common concethdKrige regression effect
(the conditional bias issue): under-estimation ighhvalues and over-estimation of
low values (smoothing out of the dips and the hympise higher the function power,
the more weight will be given to closer samplesémformity with Tobler's Law,
where the best guess is the measured value atstlobservations. Also, as more
samples are included into the weighted linear coatibn, the resulting estimates
become less variable, which leads to fewer extrerassentially, interpolation is
smoothing.

Moving averages with a narrow window emphasize bgsatial variation
although, according to Goovaerts [1998], simulatioaps reproduce best the spatial
variability of the original data since a good estiion method will produce estimated
values whose distribution is similar to the diatitibn of true values. For Zimmerman
[1999], the recommended number of neighbors isratod, while Declerq [1996]
suggests the same for smooth surfaces but 20 faptyp changing ones. Kravchenko
and Bullock [1999] found no correlation between tiember of neighbors to be
considered and classical statistics parametersudllys this is indicative of a stable
situation, suitable for a weighted average estiomdtjClark and Harper, 2000]. Yet,
with skew spatial datasets, the estimations west decomplished with a power of 4
while low ones prefer a power of 1.

Steview ype: [Neighbors =l

Figure 7: The search neighborhood of ArcGIS Geissizal AnalysP. The points highlighted
in the data view window give an indication of theights that will be associated with each
location in the prediction of unknown values.
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The layout map also depends on data clustering (MdYks better if samples are
evenly distributed) and outlier presence becauseeitimation is strongly influenced
by the closest samples. Also, the reduction of ¢atiaits should be mandatory in
software for screened data. Anisotropy, an extictofato consider, can also be
resolved with the quadrant and the octant search.

Regarding programming, the resulting map first segigid over the area while the
estimated value at each node is calculated. Howéwesome of those grid nodes,
there are already samples implying an infinity ealsince distance equals zero.
Therefore, a special case for this calculation khbe made (for most software, the
observed values are copied over forcing this teghnto be an exact interpolator) as
with the moon hole-effect: zero estimated value ttusamples lacking within its
neighborhood. Categorically, both factors may dbaote to a bizarre choropleth map.

12 neighbours, k=2 20 neighbours, k=4

Figure 8: IDW estimation with 17d(left) and 1/4 (right) [Source: www.geo.unizh.ch/gis/
teaching/courses/gis2/ws0708/unterlagen/pdf/V5 _iSlr@erpolation.pdf, 2008].

Another dilemma is the uniform population distrilomt assumption within zones and
how to choose the best weights for the weight fonctA statistical search possibility
for the optimal IDW is based on the cross-validatiwocedure. By using the original
samples and their predictions, the best weightrpater is the one that holds the
lowest root-mean-square prediction error. Hencanae analytical approach is
Kriging whose weights are optimized at each intkon to produce a surface that
satisfies minimum error variance. However, Dalth@p al. [1999] present an

estimation comparison study of the local mean famect densities in golf courses
using Kriging against IDW. On the basis of crosldadion errors, Kriging had a

substantially higher MSE effectiveness than IDWaoparticular golf course because

of low sampling density. “Being complex does nopliynbetter results” [Goovaerts,
2002].

3. Final Thought

Spatial data holds special features to the reseai@hperforming statistical spatial
analysis): Where does this occur? How does thiepat/ary across the study area?
How does an event at this location affect surrongdocations? Do areas with high
rates of one variable also have high rates of am@tfraditional statistical techniques
tend to produce a summary statistic that quantifies strength of a relationship
within a dataset, for example. This approach isesivdble, from a GIS perspective,
because it ignores the impact of space. It is itgmbrthat spatial methods should
explicitly incorporate the spatial component to elep a more sophisticated
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understanding from our data. Yet, four major disadages make spatial data special:
Error propagation, spatial autocorrelation, the ifialole areal unit problem (MAUP)
and ecological fallacy [http://hds.essex.ac.uk/d@iggsect72.asp, 2008]. Already
beyond from the scope of this essay to explainetlmscepts, it is crucial that the
reader understands that deterministic interpolatéminiques are only a small issue
regarding geographical science. Still, it is aicaitpart of it since spatial interpolation
is an exclusive field of geographers.
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